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Nonlinear dynamical systems identification using kernel-based
state-space models

Nichtlineare dynamische Systemidentifizierung mit Kernel-basierten
Zustandsraummodellen

Many real-life systems and phenomena are nonlinear. Their behavior can often be approximated by linear
models which are easy to understand and interpret. Unfortunately, linear approximations are only valid for a
given input range. One remedy would be the development of a non-linear model that captures a wider range of
operating conditions. However, the development of sophisticated nonlinear models capturing the real system to
a good extent is a very demanding task. A better idea would be to combine an optimal linear representation of
the system under study—e.g., optimal in the least square sense—and extend it adopting so-called kernel models
that can "learn" the unmodeled (nonlinear) dynamics of the system given an error criterion, as follows,

Within the scope of this master thesis, some well-known kernel models widely used in Machine Learning
applications should be explored, e.g., exponential, square exponential, Matern kernel with parameter 3/2 or 5/2,
and compared with some polynomial approximations, e.g., Lagrange, Legendre, or Laguerre polynomials for some
simple mechanical problems, e.g., two degrees of freedom spring-mass-damper system.

Required knowledge (to be covered in self-study where applicable): No specific knowledge is required.
Basic knowledge in dynamical systems simulation and basic programming knowledge in Matlab or python would
be an advantage, but it is not mandatory.

This project will be supervised/written in English language.
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